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ABSTRACT: Basic principles of the theory of harmony reflect physiological and anatomical properties of the auditory nervous system and related cognitive systems. This hypothesis is motivated by observations from several different disciplines, including ethnomusicology, developmental psychology, and animal behavior. Over the past several years, we and our colleagues have been investigating the vertical dimension of harmony from the perspective of neurobiology using physiological, psychoacoustic, and neurological methods. Properties of the auditory system that govern harmony perception include (1) the capacity of peripheral auditory neurons to encode temporal regularities in acoustic fine structure and (2) the differential tuning of many neurons throughout the auditory system to a narrow range of frequencies in the audible spectrum. Biologically determined limits on these properties constrain the range of notes used in music throughout the world and the way notes are combined to form intervals and chords in popular Western music. When a harmonic interval is played, neurons throughout the auditory system that are sensitive to one or more frequencies (partials) contained in the interval respond by firing action potentials. For consonant intervals, the fine timing of auditory nerve fiber responses contains strong representations of harmonically related pitches implied by the interval (e.g., Rameau’s fundamental bass) in addition to the pitches of notes actually present in the interval. Moreover, all or most of the partials can be resolved by finely tuned neurons throughout the auditory system. By contrast, dissonant intervals evoke auditory nerve fiber activity that does not contain strong representations of constituent notes or related bass notes. Furthermore, many partials are too close together to be resolved. Consequently, they interfere with one another, cause coarse fluctuations in the firing of peripheral and central auditory neurons, and give rise to perception of roughness and dissonance. The effects of auditory cortex lesions on the perception of consonance, pitch, and roughness, combined with a critical reappraisal of published psychoacoustic data on the relationship between consonance and roughness, lead us to conclude that consonance is first and foremost a function of the pitch relationships among notes. Harmony in the vertical dimension is a positive phenomenon, not just a negative phenomenon that depends on the absence of
roughness—a view currently held by many psychologists, musicologists, and physiologists.
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INTRODUCTION

Why do some combinations of simultaneous tones sound more harmonious than others? Pythagoras’s curiosity about the nature of harmony inspired some of the earliest experiments relating mathematics and physics to perceptual phenomena. Approaching the problem from the perspective of neurobiology, we ask: Are there physiological and anatomical properties of the auditory system and related cognitive systems that determine the degree to which simultaneous notes sound harmonious?

We restrict our consideration of harmony to basic tenets articulated by Piston, among others. Harmony has a vertical dimension and a horizontal dimension. The vertical dimension encompasses the relationships among simultaneous notes. By convention, note refers to a pitch in the musical scale, and harmonic interval refers to two notes sounded simultaneously (Fig. 1A–D). When a note is played on a musical instrument, its pitch corresponds to the fundamental frequency (F0) of the complex tone generated by the instrument. Some synthesizers and other types of equipment are capable of generating pure tones, in which case the pitch of the note corresponds to the frequency of the pure tone. Harmonic intervals are a type of dyad. Three or more notes played simultaneously make up a chord. Chords with three notes are called triads. The time window over which acoustic information is integrated in the vertical dimension spans about a hundredth of a second to a few seconds (e.g., sixteenth notes to tied whole notes at a tempo of 120 beats per min). The horizontal dimension encompasses successive tones (melodic intervals and melodic progressions) and successive harmonic intervals and chords (harmonic progressions). Certain intervals and chords are treated as consonant (e.g., fifths, major triads) and others as dissonant (e.g., minor seconds, diminished triads).

Acknowledging that different psychologists have attached different perceptual attributes and meanings to the terms consonance and dissonance, we nonetheless find considerable agreement among music texts and dictionaries that consonant means harmonious, agreeable, and stable, and that dissonant means disagreeable, unpleasant, and in need of resolution. Psychoacoustic experiments bear out semantic overlap among the terms consonant, pleasant, beautiful, and euphonious.

These basic concepts apply to a wide range of musical styles enjoyed by people throughout much of the industrialized world: contemporary pop and theater (including rock, rhythm and blues, country, and Latin-American), European music from the Baroque, Classical, and Romantic eras (1600–1900), children’s songs, and many forms of ritualistic music (e.g., church songs, processions, anthems, and holiday music). The overlap in their harmonic structure incorporates commonalities in musical phonology and syntax. In our view, the widespread popularity of Western pop taps into (1) universal competence in auditory functions needed to extract the pitch of a note and to analyze the harmonic relationships among different pitches, and (2) universal competence in cognitive functions that parse acoustic information and as-
FIGURE 1. Acoustic representations of musical (harmonic) intervals in the time domain. Left column (A–D): Musical interval stimuli depicted in standard notation (G clef) below the name of each interval (e.g., minor second) and the F0 ratio of its notes (16/15). Middle column (E–H): Acoustic waveforms of each interval. Right column (I–L): Autocorrelations of the acoustic waveforms. Arrows indicate the peaks corresponding to the period of each interval’s “missing” F0.
associate perceptual attributes with emotion and meaning. Experimental results suggest that similar perceptual attributes can be associated with similar emotions and social contexts across different cultures.\textsuperscript{9,10} Moreover, listeners from different cultures often use similar cognitive schemata to structure the processing of pitch-sequences.\textsuperscript{11,12}

Much has been written in the psychology literature about the terms \textit{harmony}, \textit{consonance}, and \textit{dissonance}. At present, many psychologists and musicologists subscribe to Terhardt’s\textsuperscript{13} two-component model of \textit{musical consonance}, which subsumes all these terms. One component is \textit{sensory consonance}, the absence of an-

\textbf{FIGURE 2.} The auditory system. (A) Magnetic resonance image (coronal section) through the transverse gyri of Heschl and the superior temporal gyri of case MHS, who suffered bilateral infarction nine years earlier. White arrows point to the region of the transverse gyrus of Heschl in the right (R) and left hemispheres (L). The results of psychoacoustic experiments performed by MHS are shown in Fig. 7. (B) The inner ear and the auditory nerve, the obligatory pathway from the cochlea to the cochlear nuclei in the lower brain stem. (C) Schematic of the central auditory pathway showing the main relay stations and projection patterns. Adapted from Tramo \textit{et al.}\textsuperscript{15} (A), Helmholtz\textsuperscript{16} (B), and Davis\textsuperscript{17} (C).
noy ing features, such as roughness, in both musical and nonmusical sounds. The other component, harmony, is based on music-specific principles that govern pitch relationships in melodic and harmonic progressions. Terhardt asserts that "sensory consonance...dominates the evaluation of single isolated chords...whereas harmony does not enter into the subject’s response" (p. 282).  

With respect to terminology, we adhere in this discussion to the simple distinction between the vertical and horizontal dimensions of harmony. We restrict use of the terms consonance and dissonance to the vertical dimension and keep the term harmony supraordinate to them. We make no assumptions about the level of auditory processing (e.g., sensory, peripheral) where the perceptual attribute of consonance takes shape. We consider it likely that a listener’s implicit (or explicit) knowledge about harmony in the horizontal dimension bears on harmony perception in the vertical dimension.

In this paper, we present neurophysiological, neurological, and psychoacoustic evidence to support our contentions that (1) pitch relationships among tones in the vertical dimension influence consonance perception and (2) consonance cannot be explained solely by the absence of roughness. First, we review terminology and basic psychoacoustics pertinent to our subsequent discussion of experimental results. Second, we demonstrate that the harmonic relationships of tones in musical intervals are represented in the temporal discharge patterns of auditory nerve fibers. Third, we critically reevaluate the psychoacoustic literature concerning the consonance of isolated intervals and chords, paying particular attention to (1) the relationships among interval width, roughness detection thresholds, and consonance ratings; and (2) the predictions of roughness-based computational models about relative consonance as a function of spectral energy distribution. Finally, we discuss evidence that impairments in consonance perception following auditory cortex lesions are more likely to result from deficits in pitch perception than to deficits in roughness perception. This evidence highlights the dependence of so-called low-level perceptual processing on the integrity of the auditory cortex, the highest station in the auditory nervous system (FIG. 2).

**PSYCHOACOUSTICS AND NEUROPHYSIOLOGY OF HARMONY**

For authoritative reviews of the psychoacoustics of harmony, we refer the reader to Krumhansl, Parncutt, and Deutsch. Here, only basic concepts and terminology pertinent to our subsequent discussion of psychoacoustic and neurophysiological experiments are covered.

Let us consider a modern restatement of Pythagoras’s observation: The degree to which two simultaneous notes (a harmonic interval) sound consonant is determined by the simplicity of the ratio \( x:y \), where \( x \) is the F0 associated with one tone and \( y \) the F0 of the other, lower tone. In musical terms, \( y \) is the root of the interval. \( x \) and \( y \) can take on any value between about 25 Hz and about 5 kHz. This upper limit coincides with (1) the upper F0 of notes on a piccolo (≈4500 Hz); (2) the upper F0 for which octave similarity can be reliably judged; and (3) the upper F0 of strong phase locking by auditory nerve fibers—that is, the highest frequency at which neurons can fire in time with amplitude fluctuations in the acoustic waveform. This convergence of facts from music, psychoacoustics, and physiology suggests that limitations in the phase-locking capacity of neurons in the auditory periphery constrain the
range of note F0s that are used in music and the way they are combined in the vertical dimension of harmony. Other authors have discussed the relationships among the temporal discharge patterns of auditory nerve fibers, fundamental pitch perception, octave equivalence, and the consonance of intervals formed by simple integer ratios.24–29

By convention, notes in popular Western music are tuned to the scale of equal temperament, which chunks the F0 continuum into octaves (i.e., doublings of F0) and each octave into twelve discrete, equal, logarithmic steps. Each step within the octave is called a semitone, and the F0s of adjacent semitones differ by a factor of $2^{1/12}$, or about 6 percent. The chromatic scale is made up of all twelve tones in the octave, whereas the major and minor (diatonic) scales are made up of partially overlapping sets of seven tones in the octave. Harmonic intervals and melodic intervals are named according to the scale relationship of the upper note to the lower note. Thus when the fifth note in the major or minor scale sits atop the first note on the scale, the interval is called a fifth (Fig. 1D). The note named $A_4$ is assigned an F0 value of 440 Hz. The letter name of each note corresponds to one of the twelve notes in the octave; the number of each note indicates the octave the note is in, with increments at each occurrence of C along the scale (e.g., $…A_3\rightarrow A_{#4}\rightarrow B_4\rightarrow C_5\rightarrow…$). The frequency range over which pure tones are audible to humans extends from approximately $E_0$ (20.6 Hz) to $E_{10}$ (21.1 kHz). For the purposes of this discussion, we will set $y$, the F0 of the root of a harmonic interval, equal to 440 Hz ($A_4$).

In music theory, the interval formed by notes that are an octave apart (e.g., $A_4$ and $A_5$) is the most consonant interval, followed by the fifth ($A_4$ and $E_5$), fourth ($A_4$ and $D_5$), major third ($A_4$ and $C_{#5}$), and minor third ($A_4$ and $C_5$). In the scale of just intonation, these intervals correspond to $x:y$ ratios of 2:1, 3:2, 4:3, 5:4, and 6:5, respectively, consistent with Pythagoras’s claim that the simplicity of the integer ratio correlates with perceived consonance. Combinations of some other notes on the scale between $A_4$ and $A_5$ have more complex $x:y$ ratios and sound dissonant. For example, the minor second and the tritone (also known as the augmented fourth, which, in equal-tempered tuning, is equivalent to the diminished fifth) have $x:y$ ratios of 16:15 and 45:32 (or approximately 7:5), respectively. The dependence of consonance on the simplicity of F0 ratios tolerates small deviations from perfect integer relationships. For example, because the scale of equal temperament is based on equal logarithmic steps within each octave, a major third in this scale has a ratio of 5.04:4, not 5:4. This deviation amounts to 0.8 percent. Even highly practiced listeners participating in psychoacoustic experiments under ideal listening conditions cannot reliably detect a mistuned lower harmonic embedded within a harmonic complex tone if the deviation is less than 0.9% (harmonics 1–12 at 60 dB SPL [sound pressure level] and isophase, $F_0 = 200$ Hz, duration $\leq 410$ ms).30 Moreover, conservatory students who excel at interval identification cannot reliably judge whether a mistuned major third composed of two harmonic complex tones has been stretched or compressed away from a perfect 5:4 ratio if the deviation is less than 1.2% (each tone with harmonics 1–20 in isophase, first harmonic at 80 dB SPL, higher harmonics at a 6 dB decrease per octave, $F_0$ between 260 Hz and 525 Hz, and duration $= 1000$ ms).31

All experimental studies that have used stimuli consisting of single, isolated, harmonic intervals formed by two complex tones (as would be the case if the intervals were sung or played on guitar or piano) show that listeners consistently perceive the fifth and fourth as more consonant than the minor second and tritone.6,32–35 This
convergence of results across study populations from different countries (USA, Germany, Japan), generations (1909–1969), and musical backgrounds, combined with results obtained in infants from the USA and European starlings, motivates the hypothesis that common, basic auditory mechanisms underlie perceptual categorization of harmonic intervals as consonant or dissonant. However, there is disagreement about the nature of the underlying neural mechanisms, and few physiological experiments have systematically analyzed responses to harmonic intervals at any level of the auditory nervous system. Still, a large body of data is available on the responses of neurons to other types of complex tones in the auditory nerve, cochlear nucleus, inferior colliculus, medial geniculate nucleus, and auditory cortex (Fig. 2; only a few of the many available papers are cited here; for review see Ehret and Romand).

NEURAL CODING OF PITCH RELATIONSHIPS AS A PHYSIOLOGICAL BASIS OF HARMONY

We synthesized simultaneous complex tones forming four musical intervals: the minor second (F0 ratio = 16/15), perfect fourth (4:3), tritone (45:32), and perfect fifth (3:2, Fig. 1). Each of the two complex tones in the interval contained the first six harmonics with equal amplitude (60 dB SPL re: 20 µPa) and equal phase (cosine, Fig. 3). Each interval had a duration of 200 ms (a bit shorter than an eighth note at a tempo of 120 beats per minute), including 5-ms rise and fall times. These stimuli are acoustically similar to the inputs into the computational models used by Plomp and Levelt, Kameoka and Kuriyagawa, and Hutchinson and Knopoff to predict the consonance of complex-tone intervals on the basis of psychoacoustic data on pure-tone intervals.

Figure 1 illustrates two time-domain representations of our stimuli: the acoustic waveform, which plots sound pressure amplitude as a function of time (Fig. 1E–H); and the autocorrelation of the waveform (Fig. 1I–L). In the acoustic waveform of the most consonant interval, the perfect fifth, we see a regular pattern of major and minor peaks (Fig. 1H). The pattern with one major peak and three minor peaks repeats every 4.55 ms (1/x = F0 = 220 Hz). This periodicity corresponds to the missing F0 of a harmonic series containing energy at the second harmonic (440 Hz, A4) and third harmonic (660 Hz, E5), the F0s of the notes actually present in the stimulus. Rameau’s concept of the “basse fondamentale” (fundamental bass) in his Treatise on Harmony is related to the missing F0 of a harmonic interval.

Autocorrelation functions provide another representation of temporal regularities and irregularities embedded in acoustic waveforms (Fig. 1I–L). Autocorrelation functions are computed by multiplying the waveform with a delayed copy of itself and integrating over time. A large value at a given delay indicates the presence of a dominant periodicity in the waveform whose period equals the delay. Like pitch perceptions, but unlike acoustic waveforms, autocorrelation functions are stable despite changes in the relative phases of frequency components. In the autocorrelation functions plotted in Figure 1I–L, the periodicity at the upper limit of the x axis (50 ms) corresponds to 20 Hz, the lowest audible frequency.

In the autocorrelation function of the perfect fifth (Fig. 1L), the first major peak again corresponds to the missing F0, A3 (220 Hz). The second major peak occurs at
9.09 ms, which corresponds to A₂ (110 Hz), the bass note an octave below. In fact, all the major peaks up to 50 ms correspond to the fundamental bass and its subharmonics (undertones) at A₂, D₂, A₁, and on down to A₀, the lowest note on the piano (F₀ = 27.5 Hz).

In between the major peaks is a set of three, evenly spaced, minor peaks. The first of these minor peaks occurs at 1.51 ms, which corresponds to E₃ (660 Hz), the upper note of the interval. The second minor peak occurs at 2.27 ms, which corresponds to A₄ (440 Hz), the root of the interval. The third minor peak occurs at 3.03 ms, which corresponds to E₄ (330 Hz), the octave below the fifth and the fifth above the fundamental bass at A₃.
Temporal regularities are also seen in the waveform and autocorrelation of the perfect fourth, the other consonant interval in our stimulus set (Fig. 1F and J). Here the major peaks are at 6.82 ms ($D_3$, $F_0 = 146.7$ Hz) and 13.6 ms ($D_2$, $F_0 = 73.3$ Hz). Thus, in addition to a representation of the fourth, there is a representation of its inversion as a fifth with the implied root at $D_3$ and the fundamental bass at $D_2$. The autocorrelation function of the fourth is a bit more complicated than that of the fifth, as there are two more peaks between each pair of major peaks. In the first set of minor peaks, the following notes are represented: $A_4$ (the root), $D_4$ (the interval), $A_3$ (the octave below the root), and $G_3$ (the fifth below $D_4$, and the fourth of an interval rooted at $D_3$). Thus, we find representations of notes that function as fourths and fifths in the major and (all) minor scales of A and D.

In summary, the temporal fine structure of the perfect fifth and fourth contains representations of the two notes constituting the interval, plus harmonically related bass notes that are implied by the interval. In music, these bass notes support the deep structure of harmony. Parnutt18 demonstrated experimentally that listeners associate major triads with pitches that are harmonically related to note F0s, including the fundamental bass, plus the pitches of note F0s actually in the stimulus. These pitches cannot be accounted for simply on the basis of combination tones (for review, see Wightman and Green54). Houtsma and Goldstein55 showed that musicians can use missing F0 pitches to identify melodic intervals (major and minor seconds and thirds), even when two upper harmonics are presented separately (dichotically) to each ear.

For the dissonant intervals in our stimulus set, the minor second and tritone, we find no such temporal regularity in the acoustic waveform and autocorrelation function. For the minor second (Fig. 1I), the largest peak in the autocorrelation function occurs at 34.1 ms, which corresponds to a frequency of 29.3 Hz, and it decays rapidly into the background. This periodicity lies outside the range associated with strong periodicity pitch percepts (for review, see Moore56). In addition, we find multiple peaks between zero and the maximum peak. The largest of these is the first peak at 2.20 ms, which corresponds to mean of the note F0s, 455 Hz. This pitch does not correspond to any of the notes in any scale that has $A_4$ in it. In short, there is no strong representation of any pitch below the note pitches in the interval, and the dominant pitch is off the scale. Both of these factors contribute to the dissonance of the minor second.

Likewise, the autocorrelation function of the tritone (Fig. 1K) does not show a simple, regular pattern of peaks. The largest peak occurs at 11.4 ms, which corresponds to $F_0 = 88$ Hz, and it, too, decays into the background. This periodicity corresponds to a near coincidence between the fifth subharmonic of the root (440 Hz divided by 5) and the seventh subharmonic of the tritone (618.7 Hz divided by 7). It also lies close to $F_2$, which is related to the fundamental bass of an F dominant-seventh chord in its first inversion. Thus the autocorrelation function of the tritone implies a chord that is, in music theory, less consonant than the chords implied by the autocorrelation functions of the fifth and fourth.

To summarize, for the consonant intervals (the fifth and fourth), the pattern of major and minor peaks in the autocorrelation is perfectly periodic, with a period related to the fundamental bass. This pattern is obtained because these stimuli have a unique, clearly defined fundamental period. By contrast, for dissonant intervals (the minor second and tritone), no true periodicity is seen in the autocorrelation function.
While some peaks occasionally stand out at specific delays, indicating a pseudo-period, either there are no consistent peaks at multiples of this pseudoperiod, or the amplitudes of these peaks decay rapidly with increasing multiples of the pseudoperiod.

These observations suggest that the consonance of harmonic intervals reflects regularities in their temporal fine structure in the range of tenths to tens of milliseconds. Do neurons in the auditory system represent this information using a time code? Galileo, who wrote about consonance while he was under house arrest for his work on the solar system, may have been the first to postulate that temporal coding in the auditory periphery was the physiological basis for consonance:

Agreeable consonances are pairs of tones which strike the ear with a certain regularity; this regularity consists in the fact that the pulses delivered by the two tones, in the same interval of time, shall be commensurable in number, so as not to keep the ear drum in perpetual torment, bending in two different directions in order to yield to the ever-discordant impulses....The unpleasant sensation produced by [dissonances] arises, I think, from the discordant vibrations of two different tones which strike the ear out of time. Especially harsh is the dissonance between notes whose frequencies are incommensurable:...this yields a dissonance similar to the augmented fourth or diminished fifth [tritono o semidiapente].” (Galileo, 1638, pp. 103–104.)

To investigate the neural coding of consonance in the auditory periphery, we analyzed the responses of over 100 cat auditory nerve fibers to the minor second, perfect fourth, tritone, and perfect fifth. Auditory nerve fibers are the central axons of spiral ganglion cells that synapse on cochlear nucleus neurons in the brain stem (FIG. 2; for review, see Pickles). In humans, each auditory nerve contains about 30,000 auditory nerve fibers. Spiral ganglion cells also have peripheral axons that synapse on sensory receptors in the cochlea—the inner hair cells that ride atop the basilar membrane. Virtually all information about sound is transmitted from the ear to the brain via trains of action potentials fired by auditory nerve fibers.

When a minor second or some other interval is sounded, an auditory nerve fiber will increase the number of action potentials it fires only if it is sensitive to the frequencies present in the interval (FIG. 4A). The time between consecutive action potentials in the train is called an interspike interval (ISI), and a plot of the number of times each ISI occurs in the spike train is called an ISI histogram (FIG. 4B–E). We measured all the ISIs between all possible pairs of spikes (FIG. 4A, ISI1, ISI2…ISIN) with a precision of approximately one microsecond. The corresponding plot is called an all-order ISI histogram, which is equivalent to the autocorrelation of the spike train. The spike train of each fiber in the auditory nerve can be analyzed in this way, and the resultant ISI histograms can be combined to show the ISI distribution in the entire population of auditory nerve fibers. Single-unit physiology experiments and computational models have shown that the first among the major peaks in the all-order ISI histogram computed from the entire auditory nerve fiber ensemble (the population ISI distribution) matches the fundamental period of complex tones and thus their periodicity pitch. This is essentially the time-domain equivalent of Thoma’s spectrogram-based subharmonic sieve for virtual pitch extraction.

FIGURE 4B–E illustrates the population ISI distributions embedded in the spike trains fired by over 50 auditory nerve fibers in response to the minor second, fourth, tritone, and fifth. In the response to the fifth (FIG. 3E), we see major peaks corresponding to the fundamental bass (A3, 4.55 ms) and its subharmonics, just as we did in the acoustic waveform (FIG. 1H) and the autocorrelation of the waveform (FIG.
FIGURE 4. Interspike interval (ISI) distributions embedded in the responses of axons throughout the auditory nerve during stimulation with four musical intervals. (A) Schematic of a train of action potentials (or “spikes,” vertical lines) fired by an auditory nerve fiber when a musical interval is played. Double arrows demarcate some of the ISIs between pairs
Indeed, for all four intervals, the autocorrelation histograms of neural responses (Fig. 4B–E) mirror the fine structure of acoustic information in the time domain (Fig. 1).

Thus the peaks in the population ISI distribution evoked by consonant intervals reflect the pitches of each note, the fundamental bass, and other harmonically related pitches in the bass register. By contrast, the dissonant intervals (the minor second and tritone) are associated with population ISI distributions that are irregular. These contain little or no representation of pitches corresponding to notes in the interval, the fundamental bass, and related bass notes.

To obtain a physiological measure of the strength of the fundamental pitch of each interval relative to other pitches, we measured the number of intervals under the peak in the all-order ISI distribution corresponding to the missing F0 (arrows in Fig. 3B–E; bin width = 300 µs). We then divided that value by the value of y in each x bin from x = 0 ms – 50 milliseconds. We found a high correlation (r = 0.96) between our physiological measure of fundamental pitch strength and previous psychoacoustic measures of the “clearness” of musical intervals composed of two complex tones.35

In summary, the all-order ISI distribution embedded in auditory nerve fiber firing patterns contains representations of the pitch relationships among note F0s that influence the perception of musical intervals as consonant or dissonant. The neural coding mechanisms that provide representations of these pitch relationships form part of the neurobiological foundation for the theory of harmony in its vertical dimension.

NEURAL CODING OF ROUGHNESS AS THE PHYSIOLOGICAL BASIS FOR HARMONY PERCEPTION

Whereas pitch-based accounts treat consonance as a positive perceptual phenomenon associated with the presence of highly structured temporal information, roughness-based accounts treat consonance as a negative phenomenon associated with the absence of annoying perceptual attributes. Terhardt’s notion that the consonance of isolated intervals and chords depends on the absence of roughness13 echoes one of the main points in Helmholtz’s monumental work, On the Sensations of Tone as a Physiological Basis for the Theory of Music:

As long as several simple tones of a sufficiently different pitch enter the ear together, the sensation due to each remains undisturbed in the ear, probably because entirely different bundles of [auditory] nerve fibers are affected. But tones of the same, or of nearly the same pitch, which therefore affect the same nerve fibers, do not produce a sensation which is the sum of the two they would have separately excited, but new and peculiar phenomena arise which we term interference…and beats16 (p. 160).…Rapidly beating tones are jarring and rough…the sensible impression is also unpleasant16

of spikes in the spike train. \( ISI_1 \) refers to the first-order ISI, \( ISI_2 \) and \( ISI_3 \) to higher-order ISIs. All possible ISIs are in “all-order” ISI histograms. (B–E) All-order ISI histograms showing ISIs embedded in the responses of 50 auditory nerve fibers to musical intervals composed of two complex tones (Fig. 1E–H and Fig. 3E–H). Arrows mark peaks in the ISI pattern that correspond to the missing F0 of the interval. If the peak corresponds to a note on the scale, the name of the note is given.
Consonance is a continuous, dissonance an intermittent tone sensation. The nature of dissonance is simply based on very fast beats. These are rough and annoying to the auditory nerve. Because frequency selectivity throughout the auditory nervous system is finite, simultaneous pure tones that are separated by small frequency differences ($\Delta F$), such as a minor second (Fig. 3A), cannot be separated or “filtered out” from one another. Consequently, their waveforms are effectively summed, and the pitch of the tone combination matches their mean frequency. The envelope of the summed waveform contains periodic amplitude fluctuations whose frequency equals $\Delta F$ (Fig. 5, top). If these envelope fluctuations fall in the range of 20–200 Hz (the precise values depend on the frequencies of the two tones, Fig. 6A), interruptions in continuous tone sensation are perceptible. These interruptions make the tone combination sound “rough,” analogous to the interruptions one feels on the fingertips when touching coarse sandpaper. At smaller frequency differences, and thus slower amplitude modulations, one perceives a single, continuous tone that is slowly fluctuating in loudness, or “beating.” Auditory nerve fibers (Fig. 5, bottom), inferior colliculus neurons, and
FIGURE 6. See following page for caption.
populations of primary auditory cortex neurons can fire in synchrony with amplitude fluctuations in the ∆F range associated with perception of roughness and beats.

The concept of critical bandwidth refers to the limits of ∆F over which frequency selectivity operates in the auditory system. Critical bandwidth has been estimated psychoacoustically in several ways that have yielded somewhat different results depending on the method (for reviews, see Greenwood66 and Moore56). One estimate of critical bandwidth is based on the ∆F above which roughness disappears.

When musical intervals are composed of two complex tones (FIG. 3E–H), the partials may interfere with one another and produce amplitude fluctuations at the corresponding ∆F. There is more interference between adjacent partials in the minor second and tritone (FIG. 3E and G) than in the fourth and fifth (FIG. 4F and H). Several computational models of consonance16,35,51,52 assume that (1) the roughness generated by all the partials in the interval are added together (presumably by a central processor in the auditory brain stem or cortex), and (2) this total roughness determines the degree to which the interval is perceived as consonant.

FIGURE 6A shows Plomp and Steeneken’s data on the relationships among the ∆F between two pure tones, the frequency of the lower tone (or root), and just-noticeable roughness (line).67 The data at x = 500 Hz would thus apply to the case of a harmonic interval composed of two pure tones with the root at B4 (x = 494 Hz). The fifth of B4, F♯5, has a frequency of 741 Hz, so the ∆F between the root and the fifth is 247 Hz. According to FIGURE 6A, at x = 500 Hz, roughness disappears for ∆F values above 90 Hz–125 Hz. Therefore, the fifth should not be associated with roughness. Experimental studies agree that an isolated fifth composed of pure tones in this frequency register sounds “consonant”7,51 or “pleasant.”6,33 The pure-tone fifth is thus

---

**FIGURE 6.** (A) Just-noticeable roughness (line) as a function of the frequency difference between two pure tones (∆F) and the lower frequency of the tones. Tones were presented monaurally at 60 phons. The bars show the interquartile range of 20 subjects (musical background not given). (Adapted from Plomp and Steeneken67 Fig. 1, p. 883.) (B) Plomp and Levelt’s data on consonance ratings as a function of ∆F for simultaneous pure tones with a mean frequency of 1000 Hz. Tones were presented in free field at 65 dB SPL. The solid line shows the mean consonance ratings of 10 subjects (musical background not given). Dashed lines show the interquartile range. (Adapted from Plomp and Levelt,51 Fig. 6, p. 554.) (C) Plomp and Levelt’s idealized plot of the relationship between consonance and critical bandwidth. The y axis is in units of consonance (left) and dissonance (right). (From Plomp and Levelt51 [Fig. 10, p. 556]. Reproduced by permission.) (D) Terhardt’s idealized plot showing the relationship of consonance and roughness to interval width (root at A4, 440 Hz). The solid line shows consonance vs. ∆F when the interval is composed of two pure tones. The dotted line shows consonance vs. ∆F0 when the interval is composed of two complex tones, each containing several lower harmonics. The dashed line shows the roughness of two pure tones as a function of ∆F. (From Terhardt13 [Fig. 1, p. 281]. Reproduced by permission.) (E) Kameoka and Kuriyagawa’s data on consonance as a function of ∆F for simultaneous pure tones with the root at A4 and intensities of 57 dB SPL. The dashed line shows the mean performance of 22 audio engineers who performed the task twice (solid lines with black and white triangles). (From Kameoka and Kuriyagawa35 [Fig. 1, p. 1452]. Reproduced by permission.) (F) Kameoka and Kuriyagawa’s plot of dissonance as a function of interval width. The dashed line at the top shows the function when the interval is composed of two pure tones. The solid line at the bottom gives the calculated dissonance of an interval composed of two complex tones, each containing the first six harmonics at 57 dB SPL. (Adapted from Kameoka and Kuriyagawa,35 Fig. 8, p. 1465.)
associated with the absence of roughness and with strong pitches associated with
temporal regularities in its acoustic waveform and autocorrelation (similar to those
described in the preceding section for a fifth composed of two harmonic complex
tones; Fig. 1H and L). The same set of observations applies to a perfect fourth com-
posed of two pure tones.

Now consider the case of a minor second composed of two pure tones with the
root at B₄ (494 Hz). Here, ∆F (between B₄ and C₅) is 33 Hz. This falls well within
the range of noticeable roughness (Fig. 6A). In fact, it lies near the ∆F associated
with maximal roughness 67–69 (not shown). Experimental studies agree that a pure-
tone minor second (and other tone combinations close to it) sounds "dissonant" or
"unpleasant."6,33

The case of a tritone composed of two pure tones provides an interesting test of
the roughness hypothesis. The ∆F between a tritone at F₅ and a root at B₄ is 201 Hz,
well above the ∆F for just-noticeable roughness. Thus the fourth, tritone, and fifth are
all above the roughness range. Does that mean they all have the same consonance?

Figure 6B shows Plomp and Levelt’s data on consonance ratings as a function of
∆F for two pure tones whose mean frequency is 1000 Hz.51 Because the y axis is an
ordinal scale, not an interval or ratio scale, it is inappropriate to assume that equal
distances reflect equal differences in consonance. It follows that 4 > y > 4 is not to
be taken as the categorical boundary for dissonance and consonance, respectively. In
addition, because Plomp and Levelt intentionally avoided using standard intervals
like the fourth and tritone (they were concerned that interval recognition would in-
fluence consonance ratings), it is difficult to estimate where on the curve these inter-
vals would fall. These caveats aside, it is clear that all pure-tone combinations with
∆Fs above approximately 150 Hz are consonant. This would apply to the fourth, tri-
tone, and fifth with their roots in the vicinity of A₅. Tone combinations with ∆F0 =
20 to 80 Hz are dissonant; this would apply to a minor second with the root near A₅.
Superficially, it would appear that we have a convergence between the disappearance
of roughness at ∆F0 = 150–250 Hz (Fig. 6A, interquartile range for a lower frequen-
cy of 1 kHz) and a steep increase in consonance ratings at ∆F0 > 80 Hz (at and above
a minor third, Fig. 6B). However, the ∆F associated with the highest mean conso-
nance rating (∆F ~ 180 Hz) is within the range of noticeable roughness for many of
Plomp and Steeneken’s subjects.67

Beyond about ∆F = 180 Hz, mean consonance ratings vary by only one rating point
or less, but they are not perfectly flat (Fig. 6B). One can discern alternating peaks and
valleys out to about ∆F = 1200 Hz. We estimated where the minor second, perfect
fourth, tritone, and perfect fifth might fall on the interpolated lines drawn by Plomp
and Levelt51 (Fig. 6B), and we estimated the frequency ratios and intervals that corre-
spond to the peaks and valleys beyond ∆F = 1000 Hz. The first peak is near 6:5, which
would correspond to a minor third. The second peak falls close to 5:3, which would
correspond to a major sixth (or inverted minor third). The ratio 5:3 could also be
thought of as the fifth and third harmonics of a harmonic series corresponding to the
third and first notes of a major triad in its second inversion. The third peak is at or close
to a ratio of 3:1, which corresponds to the interval of a twelfth, that is, a root and a fifth
in the octave above. High consonance ratings for the twelfth are also found in Plomp
and Levelt’s data for two pure tones with a mean frequency of 500 Hz51 (not shown).
The first valley between the first two peaks is near the tritone, and the second valley
appears to be a mistuned octave, with a frequency ratio near 2.03:1.
Figure 6C shows Plomp and Levelt’s idealized plot of the relationship between consonance and critical bandwidth\(^{51}\) (the latter is defined here by loudness summation\(^{70}\)). Note that the curve reaches an asymptote near the end of the x axis, at about one critical bandwidth. Thus a critical band account of consonance as the absence of roughness cannot apply to pure-tone intervals that are wider than a minor third or so.

Yet Terhardt’s\(^{13}\) idealized plot (Fig. 6D) of the relationships among roughness, consonance, and pure-tone ΔF shows a monotonic increase in perceived consonance all the way out to the octave, well beyond the ΔF at which (1) roughness disappears (Fig. 6A and D), (2) consonance ratings plateau (Fig. 6B), and (3) loudness summation and masking effects are observed (Fig. 6C; for review see Yost\(^{71}\)). The representation of the psychoacoustic literature summarized in Figure 6D appears to draw upon Kameoka and Kuriyagawa’s data showing increases in consonance well beyond the ΔF associated with disappearance of roughness\(^{72}\) (Fig. 6E). Although it is generally accepted that Kameoka and Kuriyagawa’s work supports the idea that consonance is a function of roughness and critical bandwidth, comparisons of Figure 6A, C, and E reveal that their data actually argue against it, at least for musical interval widths greater than the ΔF for just-noticeable roughness.

The disagreement may arise from two sources. First, Kameoka and Kuriyagawa’s Japanese audio engineers were instructed to judge tones for sunda (which they translate as “clearness” in English) and nigotta (“turbidity”).\(^{72}\) Consequently, these listeners may have been rating different perceptual attributes than Plomp and Levelt’s Dutch subjects, who were instructed to judge how “consonant” [or mooi (“beautiful”) or welluidend (“euphonious”)] the intervals sounded.\(^{51}\) Second, Kameoka and Kuriyagawa used an incomplete paired comparison paradigm—incomplete because only three or four adjacent intervals were paired for comparisons of relative consonance,\(^{72}\) a much more restricted ΔF range than the one Plomp and colleagues used in their one-interval consonance rating paradigm.\(^{7,51}\) When Kameoka and Kuriyagawa tried the method of magnitude estimation, presumably using all possible pairings, the task turned out to be “rather difficult” for “naive subjects”\(^{72}\) (p. 1453), and they dropped it in favor of incomplete pairings. Comparing only adjacent intervals may have biased subjects to focus on differences they would not have otherwise attended to if all intervals had been paired with one another. The pattern of results suggests that pitch height, rather than absence of roughness, influenced consonance judgments beyond a minor third or so. Since the authors used these data to calculate the consonance of musical intervals formed by two complex tones (Fig. 6F), they may have confounded roughness and pitch height in their predictions.

We reviewed previous studies that used isolated minor seconds, fourths, tritones, and fifths composed of two pure (or nearly pure) tones as experimental stimuli. Kaestner,\(^{6}\) who used a Stimmgabelklangen to generate tones that were “poor in overtones,” found that subjects judged the fourth to be slightly more “pleasant” than the tritone. Malmberg,\(^{32}\) who used tuning forks, found a more marked preference for the fourth over the tritone for judgments of “blending,” “purity,” and “smoothness.” Pratt,\(^{73}\) who used a Stern variator that may have produced weak overtones, found that the fourth was judged to be more “pleasant,” “smoother,” and more “unitary” than the tritone. Brues,\(^{74}\) using a Stern variator that produced weak energy at the first overtone, found the fourth, tritone, and fifth were similar with respect to “unitariness.” Guthrie and Morrill\(^{75}\) used a Stern variator that produced “very faint traces of
the third partial” and reported that the fourth was judged to be more “pleasant” than the tritone and of equal “consonance.” Guernsey,33 who used tuning forks, reported that nonmusicians, amateur musicians, and professional musicians found the fourth more “pleasant” and “smooth” than the tritone. Schellenberg and Trehub’s recent experiments with nine-month-old babies are also relevant here.70 When the upper pure tone of a repeating harmonic interval was flattened by one-fourth of a semitone, infants could detect the change if the interval was a fourth but not if it was a tritone. Their findings indicate that fourths provided a more stable background against which changes in tuning could be detected. All in all, these results indicate that the fourth, even when it is composed of two pure tones, is often perceived as more consonant than the tritone.

Another challenge for roughness-based accounts of consonance arises when we compare the consonance of pure-tone intervals and the consonance of complex-tone intervals. In Figure 6D, Terhardt13 plots consonance ratings for pure-tone and complex-tone intervals on the same scale. In fact, Kameoka and Kuriyagawa’s psychoacoustic data and calculations put them on different scales35 (Fig. 6F). Likewise, Plomp and Levelt use a dissonance scale from one to zero for their pure-tone data (Fig. 6C) and a dissonance scale from six to zero for their complex-tone calculations (not shown).31 Kameoka and Kuriyagawa’s calculations predict that a minor second composed of two pure tones is more consonant than the unison of two complex tones with the first six harmonics at isoamplitude35 (Fig. 6F). Intuitively, this notion is untenable; however, direct comparisons between pure-tone intervals and complex-tone intervals have not been reported in the literature. We synthesized a pure-tone minor second and the unison of two complex tones (with the acoustic parameters specified by Kameoka and Kuriyagawa35) and asked several of our students to judge which of these two stimuli sounded more “consonant.” These and Huron’s (personal communication) informal observations raise the possibility that a combination of pitch height effects and loudness (shriiiness), rather than or in addition to roughness, accounts for Kameoka and Kuriyagawa’s predictions. For example, in the case of unison at A4 (Fig. 6F), spectral energy extends all the way up to 2200 Hz (fifth harmonic) and 2640 Hz (sixth harmonic), so there are high-frequency components that are greater in sensation level than the note F0s. At the same time, ∆F (440 Hz) is higher than the highest ∆F associated with just-noticeable roughness when the root is at 2000 Hz (Fig. 6A, interquartile range for ∆F ∼250–400 Hz67).

In summary, the neural coding mechanisms that provide representations of roughness form part of the neurobiological foundation for the theory of harmony in its vertical dimension. However, our reappraisal of the psychoacoustic literature leads us to conclude that the dependence of consonance on the absence of roughness is overstated. We believe pitch relationships, as well as roughness, influence the perception of intervals and chords as consonant or dissonant in the vertical dimension.

**EFFECTS OF AUDITORY CORTEX LESIONS**

Another approach to assessing the relative contributions of pitch and roughness to consonance perception might be to determine whether impairments in consonance perception caused by brain lesions are associated with deficits in one, the other, or both.
FIGURE 7. See following page for caption.
Consonance perception has been reported to be severely impaired following bilateral lesions of the auditory cortex. In an experiment employing a one-interval, two-alternative, forced-choice paradigm, two types of stimuli were presented: a major triad, and a triad whose fifth was flattened by a fraction of a semitone. In each trial of the experiment, a young stroke patient, MHS, was asked if a single, isolated chord sounded “in tune” or “out of tune.” His response accuracy was 56%, better than chance ($p < 0.05$), but more than two standard deviations below the mean of thirteen normal controls (Fig. 7A). Magnetic resonance imaging revealed that MHS’s infarcts involved the primary auditory cortex in both hemispheres, all or almost all of the auditory association cortex in the right hemisphere, and about 20% of the posterior auditory association cortex in the left hemisphere (Fig. 2A). His pure-tone audiograms were within normal limits. Speech perception was impaired.

We subsequently compared MHS’s performance on in-tune trials versus out-of-tune trials. If roughness perception were impaired, then MHS might make more errors in in-tune trials than out-of-tune trials. If frequency selectivity were coarsened and pitch perception impaired, then MHS might make more errors on in-tune trials. Consistent with the latter possibility, we found a marked response bias for out-of-tune judgments (Fig. 7B). Two possible interpretations follow: (1) MHS was having difficulty extracting the pitches of chord frequency components and analyzing their harmonic relationships; and/or (2) he heard more roughness in the chords than normals because his effective critical bandwidths were wider.

To assess whether MHS was having difficulty with frequency discrimination, we examined his performance on the Pitch Discrimination subtest of the Seashore Measures of Musical Talents. This test uses the method of constant stimuli to measure one’s ability to judge whether the second of two pure tones is higher or lower in pitch than the first tone. The $\Delta F$ between the tones gets smaller over successive blocks of trials. The tones were centered at 500 Hz, 600 ms in duration, and 600 ms apart, with an intensity of 35–40 dB above sensation level. Overall, MHS scored in the 15th percentile. His error pattern was again revealing. He performed poorly in the last third of the test, where the $\Delta Fs$ between the tones were smallest. We subsequently measured pure-tone frequency difference thresholds for pitch discrimination using an adaptive procedure and a two-interval, two-alternative, forced-choice paradigm. Whereas normal controls and patient controls had frequency difference thresholds corresponding to Weber fractions ($\Delta F/\text{mean frequency}$) of around 1%, MHS’s Weber fractions were over 10 percent. In short, his ability to judge the direction of a pitch change was markedly impaired. A similar deficit has since been reported in patients with surgical lesions of the right primary auditory cortex and right
antior auditory association cortex. We also found that perception of the missing F0 of harmonic complex tones was impaired, again consistent with observations in most right temporal lobectomy patients with partial or complete excisions involving the primary auditory cortex. Taken together, these findings are consistent with the hypothesis that MHS’s impaired consonance perception was related to deficits in pitch processing.

Was this increase in ∆F thresholds for pure-tone pitch discrimination associated with higher ∆F values for disappearance of roughness? We assessed MHS’s ability to judge two simultaneous pure tones as “steady and smooth” versus “fluctuating and rough” using a one-interval, two-alternative, forced-choice paradigm and the method of constant stimuli. The lower tone was fixed at either 220 Hz (A3) or 880 Hz (A5), and the upper tone was above the root by a variable number of semitones: 0, 1/16, 1/8, 1/4, 1/2, 1 (a minor second), 2 (a major second), or 4 (a major third). Figure 7C shows the results when the root was at 880 Hz. When the tones were between 1/16 to 1/2 semitone apart, MHS, like controls, judged the combination as rough on >80% of trials. When the tones were zero, two, or four semitones apart, MHS and controls judged the combination to be rough on less than 20% of trials. At one and two semitones apart, MHS’s performance fell near the mean of controls, but there is too much variability in the normal data to meaningfully assess MHS’s performance. Still, these observations mitigate the possibility that consonance perception was impaired because he heard more roughness in chords than normals.

In summary, MHS’s bias to hear major triads as mistuned appears to be associated with impairments in pitch perception but not roughness perception. Consistent with our physiological data and review of the psychoacoustic literature, this pattern of lesion effects indicates that pitch relationships influence harmony perception in the vertical dimension.

CONCLUSIONS

Basic physiological and anatomical properties of auditory and cognitive systems determine why some combinations of simultaneous tones sound more harmonious than others. Distinctive acoustic features of consonant and dissonant intervals are translated into distinctive patterns of neural activity. A faithful representation of temporal regularities in the acoustic structure of consonant intervals exists in the population interspike interval (ISI) distribution of auditory nerve fibers. The most common ISIs in the distribution correspond not only to the pitches of note F0s actually present in the consonant intervals, but also to the pitches of harmonically related notes in the bass register, such as the fundamental bass. By contrast, for dissonant intervals, the most common ISIs in the distribution do not correspond to one of the note F0s, nor do they correspond to harmonically related notes. The relative strength of the missing F0 in the population ISI distribution predicts the relative consonance of the minor second, perfect fourth, tritone, and fifth. Limits on the temporal precision and frequency selectivity of neurons throughout the auditory system constrain the range of note F0s we can hear as strong pitches and how they are combined into intervals and chords. Implicit knowledge about the hierarchical relationships of pitches in a given tonal system is likely to exert cognitive influences on the degree
to which intervals and chords sound consonant or dissonant, even when they are heard in isolation.

Representations of roughness exist in temporal patterns of neural activity at several levels of the auditory system. For the minor second, fourth, tritone, and fifth, the amount of 20- to 200-Hz temporal fluctuations in the firing patterns of auditory nerve fibers inversely correlates with perceived consonance. These representations of roughness are multiplexed with pitch representations in the spike trains of auditory nerve fibers. These two neural time codes operate over different time regimes. The fine timing of action potential firing with precision in the submillisecond range carries information about fundamental pitch. Periodic fluctuations in discharge rate with precision in the range of milliseconds to tens of milliseconds carry information about roughness.

Bilateral lesions of primary auditory cortex and auditory association cortex can lead to severe impairments in consonance perception, with a bias to judge well-tuned chords as out of tune. In our patient, MHS, impaired consonance perception was associated with severely impaired pitch perception, but roughness perception appeared to be normal or near normal.

We interpret our findings and the results of previous psychoacoustic experiments as evidence in favor of the hypothesis that harmony in the vertical dimension, like harmony in the horizontal dimension, is principally a function of the pitch relationships among tones, with roughness playing a secondary role. In light of these observations, and in view of the likelihood that cognitive representations of pitch hierarchies influence harmony perception in the vertical dimension, we urge that the terms sensory consonance and sensory dissonance be reconsidered.
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